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## Hybrid approach: Model-based AI

Use models to structure, initialize and train learning methods

- Make models more flexible: reduce bias of signal processing methods
- Guide machine learning methods: reduce their complexity


# Resilient channel estimation 

< LS estimate >
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How to denoise the channels ?
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SNR loss in dB


How to counter this performance loss? Use of a neural network

- Unsupervised, online, SNR-adaptive neural network. Based on the Deep-Unfolding ${ }^{1}$ approach.
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- Model-based AI: MIMO channel estimation ${ }^{2}$, SISO-OFDM (this paper), MIMO-ISAC ${ }^{3}$, MIMO-OFDM-ISAC-Multi-target ${ }^{4}$.

[^7]
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Learning parameter number is independent of the number of atoms
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Correlation number is divided by $\frac{A}{2 \log _{2}(A)}$

## Empirical results
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- SCO: $f_{i}=\tilde{f}_{i}+i \delta f$
- Gain imperfection: $g_{i}=\tilde{g}_{i}+n_{g_{i}}, n_{g_{i}} \sim \mathcal{N}\left(0, \sigma_{g}^{2}\right)$
- Online (minibatch) learning
- 10 channels per batch
- 2000 test channels

- DeepMIMO channels @3.4GHz, $N=256$ subcarriers

$\mathrm{SNR}_{\text {in }}=5 \mathrm{~dB}, \sigma_{g}^{2}=0.09, \xi=40 \mathrm{ppm}$

$$
\mathrm{NMSE}=\frac{\mathbb{E}\left[\|\hat{\mathbf{h}}-\mathbf{h}\|_{2}^{2}\right]}{\|\mathbf{h}\|_{2}^{2}}
$$



- Contributions:
- Sample complexity reduction: constrained dictionaries
- Time complexity reduction: hierarchical search
- Link to paper: https://arxiv.org/pdf/2210.06588.pdf or QR-code:


Thank you!
Have you got any questions?
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